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Abstract
Gender bias has become one of the central issues analysed within natural 

language processing (NLP) research. A main concerns in this field relates 
to the fact that many NLP tools and automatic machine learning systems 
not only reflect, but also reinforce social disparities, including those related 
to gender, and language technology is one of the areas in which this issue 
is pronounced. This paper analyses the problem of gender-neutral language 
use from the standpoint of gender bias in machine translation (MT). We 
determine which types of harms can be caused by the failure to reflect gen-
der-neutral language in translation, provide the general definition of gender 
bias in MT, describe its sources and provide an overview of existing mitigat-
ing strategies. One of the main contributions of this work is that it focuses 
not only on females, but also non-binary people, whose linguistic visibility 
has been receiving only limited attention from academia. This literature re-
view provides a firm foundation for further research in this area aimed at 
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addressing the problem of gender bias in machine translation, especially bias 
linked to representational harms.

Keywords: gender bias, machine translation, NLP tools, gender-neutral 
language use, non-binary gender

1. Introduction
As the adoption of gender-neutral language (GNL) becomes more wide-

spread, it is increasingly important to consider how these trends can be re-
flected in natural language processing (NLP) applications, especially given 
the fact that the purpose of GNL is to “reduce gender stereotyping, promote 
social change and contribute to achieving gender equality” (Papadimoulis, 
2018, 3). Failure to adopt more equitable and balanced linguistic practices 
can lead to bias associated with representational and, ultimately, allocational 
harms (Crawford, 2017). The major concerns raised by the researches in this 
field are related to the fact that any type of bias in technology can be detri-
mential for ensuring social justice, as by hindering the visibility of speech 
patterns of certain groups and allocating certain stereotypes to them, such 
systems can perpetuate inequality (Levesque, 2011; Régner et al., 2019).

While much of prior work in the field of gender bias studies gender iden-
tity, most is built on techniques which assume that gender is binary. At the 
same time, there is growing recognition of non-binary gender identities, 
with numerous ways to refer to non-binary people or to simply not indicate 
a binary gender (Sun et al., 2021). That is why in it is necessary to take into 
account strategies aimed at increasing the linguistic visibility of non-binary 
people in NLP, and, in particular, in machine translation (MT). In this pa-
per, we attempt to analyze the problem of gender bias from the standpoint 
of GNL use. The goal is to define and classify types of gender bias generated 
by a biased MT, and identify harms which might occur due to the failure 
to reflect gender-neutral language in translation; in addition, we provide an 
overview of gender-neutral strategies and discuss a rationale for their use. 
Special attention is paid to non-binary language and its application in ma-
chine translation.

2. The issue of gender bias in languages/translation/MT
Although natural language processing (NLP) research does not direct-

ly involve human subjects (Hovy and Spruit, 2016; Bender et al., 2021), its 
engagement with language – the main mediator of the human experience –, 
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which shapes communication as well as such cognitive processes as categori-
zation and perception – raises the question of the social impact of language 
technologies. The major concern raised by researchers in this field is that 
bias in technologies can undermine any efforts to establish social justice and 
equality, as they have a direct impact on the allocation of resources inte-
gration and the inclusion of certain social groups (Hovy and Spruit, 2016). 
Among the narrower, but no less significant, issues related to bias in NLP and 
languages, are exclusion, stereotyping, bias reinforcement and denigration 
(Bender et al., 2021).

Overall, there is a close link between bias in technology and prejudice 
(Ferrer et al., 2021), which has certain psychological and sociological impli-
cations (Bourguignon et al., 2015). Machine translation (MT) systems are no 
exception, as they are known to reflect asymmetries, including those related 
to gender (Prates et al., 2020), and this phenomenon can be manifested in 
many ways, with issues ranging from gender stereotyping (Olson, 2018) to 
over-reliance on the so-called “masculine default” (Schiebinger, 2014). Par-
ticular attention must be paid to adverse effects that MT systems may have, 
as it is one of most widely used artificial Intelligence (AI) applications on 
the Internet, which is also employed indirectly, e.g., through social media 
(Monti, 2020).

2.1 Bias statement and implications of gender bias
Overall, a model can be regarded as biased in cases when, while being 

created by and for people (Schnoebelen, 2017), it “systematically and un-
fairly discriminates against certain individuals or groups in favor of others” 
(Friedman and Nissenbaum, 1996) and entails risks associated with social 
exclusion and stigmatisation (Bender et al., 2021). Bias can be represented in 
multiple parts of a system, including the training data, resources, pretrained 
models, and algorithms themselves (Zhao et al., 2018; Bolukbasi et al., 2016; 
Caliskan et al., 2017; Garg et al., 2018), which can lead to the production 
of biased predictions and the further reinforcement of biases present in the 
training sets (Zhao et al., 2017).

Such systems can, therefore, cause representational harms (i.e., dimin-
ishing the role and exclusion of social groups and their identity) or allo-
cational harms (i.e., cases were a system limits the access to resources for 
certain groups or allocates them in an unfair way) (Crawford, 2017). By 
drawing on the classification used by Savoldi et al., we also consider such 
harmful dynamics within representational harms, as stereotyping and un-
der-representation (Savoldi et al., 2021). Stereotyping involves the propaga-
tion of generalized beliefs about a social group, for example, by assigning 
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less prestigious occupations or negative physical characteristics to women. 
Under-representation refers to the cases where the visibility of certain so-
cial groups is reduced, which in most cases affects women and non-binary 
individuals. More emphasis will be placed on the second category of harms 
(under-representation), as it involves cases of misgendering and ignoring 
gender-neutral forms, which is precisely the object of our study. 

Within the classification framework developed by Dinan et al., who de-
fines harms based on gender dimensions (bias when speaking about some-
one or gender of the topic, bias when speaking to someone or gender of the 
addressee, and bias from speaking as someone or gender of the speaker), 
failure to convey gender-fair language can be described as, on the one hand, 
misrepresentation when talking “about” certain groups, and on the other 
hand as reduced visibility of the language used “by” speakers of such groups, 
which can be detrimental for reflection of their identity and communicative 
repertoires. In other words, an MT system which does not recognize or re-
flect certain linguistic expressions of gender might present a barrier for com-
munication and produce an output that “indexes unwanted gender identities 
and social meanings” (Dinan et al., 2020).

In a broader context, such trends also have an impact on indirect stake-
holders, because a biased MT system does not only contribute to the rein-
forcement of stereotypical assumptions and prejudices (Levesque, 2011; 
Régner et al., 2019), but promotes language features used by the dominant 
group, and consequently their establishment as appropriate or prestigious 
variants (Tallon, 2019). The issue is compounded by prioritization of the 
overall quality of an MT output, which in most cases is viewed as accept-
able by an MT user and perceived as the linguistic norm in a given language 
(Martindale and Carpuat, 2018). Therefore, there is a close link between rep-
resentational and allocational harms, which manifests itself in performance 
disparities across users in the quality of service (Savoldi et al., 2021).

2.2 Sources of gender bias in MT
Considering the complexity of implications of gender bias in MT de-

scribed above, it can be assumed that this problem goes beyond the scope 
of machine translation. MT and NLP models are considered to exemplify 
unwanted gender biases present in society (Bolukbasi et al., 2016; Hovy and 
Spruit, 2016; Caliskan et al., 2017; Rudinger et al., 2018; Garg et al., 2018; 
Gonen and Goldberg, 2019; Dinan et al., 2020). Some researchers have also 
emphasized multidimensionality of gender bias sources, among which, for 
example, there are such broad categories as pre-existing, technical and emer-
gent bias (Friedman and Nissenbaum, 1996). 
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Pre-existing bias refers precisely to any asymmetries which are rooted in 
society at large or which reflect personal biases of individuals responsible for 
the system development. In the context of NLP, this could also include sub-
tle connotational characteristics that permeate language structure and use, 
as well as gender imbalances. These are manifested most notably through 
the generic masculine, in which referents in discourse are considered to be 
men by default – unless explicitly stated (Silveira, 1980; Hamilton, 1991). 
This affects affects not only women, but also non-binary people (Barker and 
Richards, 2015).

Technical bias emerges during data collection, system design, training 
and testing procedures. If present in the data used by these processes, asym-
metries in the semantics of language use and gender distribution are respec-
tively inherited by the output of the MT (Caliskan et al., 2017). Methods 
of mitigating bias at this stage include careful data curation (Barocas et al., 
2019; Paullada et al., 2020; Koch et al., 2021; Bender et al., 2021), paired with 
analyses of what is acceptable from the social and pragmatic points of view 
(Sap et al., 2020; Devinney et al., 2020, Hovy and Yang, 2021), as well as cred-
ible annotation practices (Waseem, 2016, Gaido et al., 2020). 

Emergent bias typically occurs after design completion and includes cas-
es of mismatch between users and system design, loss of relevance due to 
shifts in context of use. An example of emergent bias in MT might be the 
inability of a system to preserve the linguistic style of a social group or to 
assign correct gender to its potential users (Hovy et al., 2020). 

2.3 Challenges and bias mitigation strategies 
The majority of mitigating strategies address technical bias: some stud-

ies considered, for example, model debiasing with the help of both internal 
components – like gender tags (Vanmassenhove et al., 2018) and debiased 
word embeddings (Bolukbasi, 2016; Escudé Font and Costa-jussà, 2019) – and 
external components integrated with the MT model, such as lattice re-scor-
ing modules (Saunders and Byrne, 2020) and black-box injections (Mory-
ossef et al., 2019). Research is also being carried out within the context of 
training data (Reddy and Knight 2016; Zhao et al., 2017; Webster et al., 2018) 
and evaluation methods (Rudinger et al., 2018; Zhao et al., 2018) improve-
ment. However, as some experts have pointed out, these efforts follow a more 
focused approach within NLP, and lack a human-computer interaction com-
ponent which is crucial for the development of gender-inclusive systems (Sa-
voldi et al., 2021; Monti, 2020). 

What is more, within these proposed strategies, with a few notable excep-
tions (Cao and Daumé III, 2020; Saunders et al., 2020; Sun et al., 2021), the 
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discussion around gender bias has been reduced to the binary dichotomy. 
Current language models can perpetrate harms such as the cyclical erasure 
of non-binary gender identities (Uppunda et al., 2021) rooted in model and 
dataset biases “due to tainted examples, limited features, and sample size dis-
parities” (Dev et al., 2021), which, in turn, result from the exclusion and an 
underrepresentation of non-binary genders in society (Rajunov and Duane, 
2019). Therefore, an additional challenge in addressing gender bias in MT 
concerns the need in reshaping the understanding of gender in language 
technologies in a more inclusive manner – a problem which is well docu-
mented in the field (Dev et al., 2021; Savoldi et al., 2021; Misiek, 2020). 

3. Gender-neutral language
Being centered around such a complex social phenomenon as gender, 

gender-neutral language has not yet achieved universal understanding. 
Moreover, there is no consensus concerning the definition of gender-fairness 
in language, also referred to as gender-inclusive, gender-fair or genderless, 
while the exact approach really depends on the conceptual model of a lan-
guage and social group it is aimed at. In this section, we provide an overview 
of gender-neutral language and strategies in this field. 

3.1 Definition and general information
Gender-fair language (GFL) was introduced as a response to linguistic 

gender asymmetry and as part of a broader attempt to reduce stereotyping 
and discrimination in language (Fairclough, 2003; Maass et al., 2013). By 
avoiding unfounded, unfair and discriminatory reference to certain social 
groups, it helps to reduce unfavorable cognitive and behavioral biases and 
promotes gender equality (Stahlberg et al., 2007). Past research has revealed 
that gender-fair forms evoke fewer male representations than masculine 
generics (e.g. Irmen, 2007) and influence individuals’ attitudes and percep-
tions: for example, they lead to more favorable hiring decisions for women 
and positively influence women’s motivation and self-assessment in job in-
terviews (Horvath and Sczesny, 2016; Stout and Dasgupta, 2011). Ultimately, 
an overall purpose of gender-fair language is to include everybody, regardless 
of gender and/or sexuality (Douglas and Sutton, 2014; Sczesny et al., 2016). 
Given that language not only reflects stereotypical beliefs but also affects re-
cipients’ cognition and behavior (Menegatti, 2017), the use of expressions 
consistent with social groups’ gender and self-perception can help prevent 
reinforcement of a biased belief system and prevent discrimination.

However, while a lot of effort has been put into representing female pop-
ulations in language, non-binary language use has not received enough at-
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tention in academia. New developments aimed at ensuring gender equality 
in languages are often perceived as excessive, and this especially concerns the 
cases when people “do not conform to cis-normative standards of femininity 
or masculinity” (Airton, 2018). Additionally, there is a lack of non-binary 
studies within the machine translation field, as has been pointed out by a 
number of researchers (Dev et al., 2021, Savoldi et al., 2021, Misiek, 2020). 
All these factors might result in the adverse effects described in the previous 
section, especially given the fact that language has been central to the emer-
gence of non-binary gender identities, as challenging cis-normativity – the 
idea that linguistic categories such as man and woman are “normal” or “nat-
ural” – is at the heart of non-binary thinking (Cordoba, 2020).

Moreover, a number of GFL guidelines developed by major international 
organizations (such as the UN and the European Parliament) still make no 
mention of strategies to address non-binary people in language, and focus on 
discrimination and exclusion of women (Trainer, 2021); existing strategies 
in ensuring gender-fair language are not always aimed at other social groups 
apart from males and females (Lindqvist et al., 2019) or are not sufficiently 
disseminated (Harris et al., 2017; McGlashan and Fitzpatrick, 2018; Zimmer 
and Carson, 2012). 

3.2 Gender-neutral language frameworks
When defining a gender-neutral language strategy, a broader as well as 

narrower approach can be taken. Firstly, linguistic structures used to refer to 
the extra-linguistic reality of gender vary across languages (Savoldi, 2021), 
and their type in terms of grammatical gender system defines the means by 
which gender-fairness is achieved. 

In general, different strategies can be used to make language gender-fair 
and avoid the detrimental effects of masculine generics. The choice of an 
appropriate strategy depends on the type of language concerned: there are 
genderless languages (Finnish, Turkish), where gender-specific repertoire 
is at its minimum; notional gender languages (Danish, English), which dis-
play characteristics of lexical gender (mom/dad), as well as a system of pro-
nominal gender (she/he, her/him); and grammatical gender languages (e.g., 
German, French, Arabic), where each noun pertains to a class such as mas-
culine, feminine, and, if present, neuter. Grammatical gender languages are 
also characterized by the semantic assignment of gender markings to human 
referents and a system of morphosyntactic agreement (Stahlberg, 2007; Sa-
voldi et al., 2021). 

A gender-fair strategy that has been especially recommended for notion-
al gender languages (Hellinger and Bußmann, 2003) and genderless languag-
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es is neutralization. In the framework of neutralization gender-marked terms 
are replaced by gender-indefinite nouns (English policeman by police officer). 
In grammatical gender languages, gender-differentiated forms are replaced, 
for instance, by epicenes (e.g., Staatsoberhaupt, or Fachkraft in German). In 
contrast, feminization which is based on the replacement of masculine gener-
ics by feminine-masculine word pairs (e.g., Elektrikerinnen und Elektriker) has 
been recommended for grammatical gender languages. 

Even though feminization increases women’s visibility, and hence creates 
more diverse mental images to whom individuals referred (Stahlberg et al., 
2001), previous research is inconclusive regarding whether paired forms can 
eliminate the male bias (Lindqvist et al., 2019). What is more, while neu-
tralization helps avoid male bias and therefore indirectly takes into account 
all genders, feminization does not solve the problem with the exclusion of 
non-binary people. Therefore, recent research has been proposing such ap-
proaches as gender-neutrality (which is closer to the idea of neutralization) 
and gender-inclusivity (del Rio-Gonzalez, 2021). These approaches can be 
considered as the same concept (Papadimoulis, 2018; Lindqvist et al., 2019; 
Bonnin, 2021), as different aspects or degrees of the single phenomenon 
(Sczesny et al., 2016), (EIGE, 2019) or two separate strategies, where the term 
gender-neutral language (GNL) is used to describe a language which avoids 
any classification of sex or gender, whereas gender-inclusive language (GIL) 
explicitly challenges binary notions of gender and recognizes the plurality of 
identities beyond feminine–masculine dimensions (del Río González, 2021). 

Some researchers also distinguish between direct and indirect non-binary 
language (López, 2019a, 2019b). Indirect non-binary language, or INL, aims to 
refer to all genders without using gender markers – by employing certain lin-
guistic strategies such as using participles instead of adjectives (Studierende in-
stead of Studenten und Studentinnen) or the use of epicenes (el pueblo argentino 
or las personas argentinas instead of los argentinos), which makes it similar to 
the gender-neutral strategies described above. Direct non-binary language, or 
DNL, is much more obvious because it uses neomorphemes and neopronouns 
such as ze and zir, and this strategy can therefore be considered within the 
framework of gender-inclusive approach. Both categories are considered to be 
equally important and deserve the attention of practitioners because, although 
their main objective is to break the generic conception of the masculine, the 
two categories convey radically different messages: DNL communicates une-
quivocally that the author respects and supports non-binary people, while the 
use of INL is perfect for mixed-gender contexts (López, 2020). 

Although the use of new grammatical gender systems and direct non-bi-
nary language in general (López, 2020) seems to be a rather controversial 
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decision in translation, one should not lose sight of the fact that language is a 
marker of social belonging (Cordoba, 2020), and the refusal to recognize any 
social groups in language can contribute to discrimination and social exclu-
sion (Sczesny, 2016). Increasing the linguistic visibility of non-binary people 
and women takes on special significance in the case of grammatical gender 
languages, as countries with this language type were found to reach lower 
levels of social gender equality than countries with notional gender languag-
es or genderless languages. This suggests that there is a close link between 
the level of gender asymmetries present in language and societal gender ine-
qualities (Hausmann et al., 2009, Wasserman and Weseley, 2009). Addition-
ally, despite the difficulties in implementation and promotion of gender-fair 
language, there are general positive trends in the language communities in 
supporting strategies aimed at linguistic inclusion of different social groups 
(Hekanaho, 2020). Hostile and negative reactions towards new language 
trends challenging the binary gender system seem to normalize rather quick-
ly (Sendén et al., 2015), especially with active efforts to raise awareness about 
the advantages, benefits and importance of gender-fair languages (Sczesny 
and Koeser, 2014).

3.3 Gender-neutral language in machine translation
The problem of GNL is receiving increasing attention from academia. 

Studies related to gender bias concern not only trends which could poten-
tially harm women, but also non-binary people – for example, Dev et al., 
analyze the complexity of gender and its linguistic representation, and pro-
vide the results of a survey on gender-related harms associated with language 
technologies conducted among non-binary persons. Among three common 
NLP tasks (Named Entity Recognition, Coreference Resolution, and Ma-
chine Translation) included in the survey, misgendering was one of the most 
frequently mentioned issues, and in terms severity of harms machine trans-
lation was the cause of major concern (Dev et al., 2021). 

Some efforts in the NLP community were mainly aimed at solving a 
problem of underrepresentation of non-binary individuals in task-specific 
data sets: for example, Cao and Daumé III (2020 and 2021) introduce a gen-
der-inclusive dataset GICoref for coreference resolution; in MT, Saunders et 
al. have presented a method of tagging words with target language gender 
inflection (Saunders et al., 2020). Apart from approaches that incorporate 
additional meta-data during training and testing, allowing for a controlled 
generation of gender alternatives (Bau et al., 2019; Habash et al., 2019; Al-
hafni et al., 2020), research in this area also concerns generation of gender 
variants or gender rewriting. For example, Sun et al. (2021) and Vanmassen-
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hove et. al (2021) present a rule-based and neural rewriter for the generation 
of gender-neutral singular they sentences; however, research in this area is 
monolingual and is limited to English-specific gender-neutral writing, and, 
more specifically, only the they pronoun. 

Although the underlying goal of works in this field is to provide more 
possibilities for the users to make their preferred linguistic choices, thereby 
empowering people and whole social groups “to interact with technology 
in a way that is consistent with their social identity” (Sun et al., 2021), there 
are still challenges at the intersection of gender-fair language and machine 
translation: firstly, there is insufficient real-world data for all the GNL strat-
egies (and, more specifically, neopronouns); secondly, solutions in this field 
consider non-binary genders as a static third category which exists next to 
male and female genders (Dev et al., 2021), when in reality it is of a fluid and 
diverse nature. 

4. Conclusion
This literature review lays the groundwork for further research, the pur-

pose of which will be to assess the efficiency of machine translation in re-
lation to gender-neutral language use. To this end, we categorized the gen-
der-neutral language problem in terms of gender bias in machine translation, 
presented existing approaches to gender-neutral language and provided an 
overview of different strategies in machine translation aimed at mitigating 
representational harms caused by a biased system. 
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